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#### Abstract

The block cipher XTEA, designed by Needham and Wheeler, was published as a technical report in 1997. The cipher was a result of fixing some weaknesses in the cipher TEA (also designed by Wheeler and Needham), which was used in Microsoft's Xbox gaming console. XTEA is a 64 -round Feistel cipher with a block size of 64 bits and a key size of 128 bits. In this paper, we present meet-in-the-middle attacks on twelve variants of the XTEA block cipher, where each variant consists of 23 rounds. Two of these require only 18 known plaintexts and a computational effort equivalent to testing about $2^{117}$ keys, with a success probability of $1-2^{-1025}$. Under the standard (single-key) setting, there is no attack reported on 23 or more rounds of XTEA, that requires less time and fewer data than the above. This paper also discusses a variant of the classical meet-in-the-middle approach. All attacks in this paper are applicable to XETA as well, a block cipher that has not undergone public analysis yet. TEA, XTEA and XETA are implemented in the Linux kernel.
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## 1 Introduction

Timeline: the TEA family of block ciphers

- 1994. The cipher TEA (Tiny Encryption Algorithm) is a 64 -round Feistel cipher that operates on 64 -bit blocks and uses a 128-bit key. Designed by Wheeler and Needham, it was presented at FSE 1994 [23]. Noted for its

[^0]simple design, the cipher was subsequently well studied and came under a number of attacks.

- 1996. Kelsey et al. established that the effective key size of TEA was 126 bits [11]. This result led to an attack on Microsoft's Xbox gaming console where TEA was used as a hash function [22].
- 1997. Kelsey, Schneier and Wagner constructed a related-key attack on TEA with $2^{23}$ chosen plaintexts and $2^{32}$ time [12]. Following these results, TEA was redesigned by Needham and Wheeler to yield Block TEA and XTEA (eXtended TEA) [17]. While XTEA has the same block size, key size and number of rounds as TEA, Block TEA caters to variable block sizes for it applies the XTEA round function for several iterations. Both TEA and XTEA are implemented in the Linux kernel.
- 1998. To correct weaknesses in Block TEA, Needham and Wheeler designed Corrected Block TEA or XXTEA, and published it in a technical report [18]. This cipher uses an unbalanced Feistel network and operates on variablelength messages. The number of rounds is determined by the block size, but it is at least six. An attack on the full Block TEA is presented in [19], where some weaknesses in XXTEA are also detailed.
- 2002-2010. A number of cryptanalysis results on the TEA family were reported in this period. Table 1 lists the attacks on XTEA and their complexities. In [10], it was shown that an ultra-low power implementation of XTEA might be better suited for low resource environments than AES. Note that XTEA's smaller block size also makes it advantageous if an application requires fewer than 128 bits of data to be encrypted at a time.

The meet-in-the-middle attack. The meet-in-the-middle attack was first introduced by Diffie and Hellman in 1977 [5]. Since then, this technique and its variants have been successfully used against several block ciphers, including reduced-round DES $[4,6]$. Unlike Diffie and Hellman's original attack, the meet-in-the-middle attacks in this paper ${ }^{3}$ have negligible memory requirements.

We denote the message space and the key space by $\mathcal{M}$ and $\mathcal{K}$ respectively. Now consider two block ciphers $A_{K}, B_{K}: \mathcal{M} \times \mathcal{K} \rightarrow \mathcal{M}$ and let $Y_{K}=B_{K} \circ$ $A_{K}$, where $\circ$ denotes function composition. In a meet-in-the-middle attack, the adversary deduces $K$ from a given plaintext-ciphertext pair $(p, c)$, where $c=$ $Y_{K}(p)$, by solving the equation

$$
\begin{equation*}
A_{K}(p)=B_{K}^{-1}(c) \tag{1}
\end{equation*}
$$

Contribution of this paper. This paper presents meet-in-the-middle attacks on block ciphers with 7,15 and 23 rounds of XTEA. Our attacks are under the

[^1]Table 1. Key recovery attacks on XTEA where the time complexities are averages, if explicitly stated in the original paper, average success probabilities are given as well (KP: known plaintext, CP: chosen plaintext, RK: in a related-key setting)

| Attack | Ref. | \# Rounds | Time | Data | $\operatorname{Pr}[$ Success] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - Attacks in the standard (single-key) setting |  |  |  |  |  |
| Meet-in-the-middle | This paper | 7 | $2^{95.00}$ | 2 KPs | $1-2^{-33}$ |
| Impossible differential | [16] | 14 | $2^{85}$ | $2^{62.5} \mathrm{CPs}$ | Not given |
| Differential | [8] | 15 | $2^{120}$ | $2^{59} \mathrm{CPs}$ | Not given |
| Meet-in-the-middle | This paper | 15 | $2^{95.00}$ | 3 KPs | 1-2 ${ }^{-65}$ |
| Truncated differential | [8] | 23 | $2^{120.65}$ | $2^{20.55} \mathrm{CPs}$ | 0.969 |
| Meet-in-the-middle | This paper | 23 | $2^{117.00}$ | 18 KPs | 1-2 ${ }^{-1025}$ |
| - Attacks in a related-key setting |  |  |  |  |  |
| Related-key truncated differential | [13] | 27 | $2^{115.15}$ | $2^{20.5}$ RK-CPs | 0.969 |
| Related-key rectangle (for $2^{108.21}$ weak keys) | [14] | 34 | $2^{31.94}$ | $2^{62}$ RK-CPs | Not given |
| Related-key rectangle | [15] | 36 | $2^{126.44}$ | $2^{64.98}$ RK-CPs | 0.63 |
| Related-key rectangle (for $2^{110.67}$ weak keys) | [15] | 36 | $2^{104.33}$ | $2^{63.83}$ RK-CPs | 0.80 |
| Related-key | [3] | 37 | $2^{125}$ | $2{ }^{63}$ RK-CPs | Not given |
| Related-key (for $2^{107.5}$ weak keys) | [3] | 51 | $2^{123}$ | $2^{63}$ RK-CPs | Not given |

standard setting, giving the attacker less freedom than under a related-key setting. In Table 1, we see that there is no attack on 23 or more rounds of XTEA, that is better than ours given the standard setting. Furthermore, each of our attacks requires only a few known plaintexts, whereas every attack listed in Table 1 requires many chosen plaintexts.

The Linux kernel not only includes XTEA, but also a variant called XETA [7]. The cipher XETA resulted from a bug in the C implementation of XTEA, where higher precedence was incorrectly given to exclusive-OR over addition in the round function. From this paper, it is easy to verify that all our results to XTEA directly apply to XETA as well. This is because our attacks exploit weaknesses in the key schedule, which is the same for both XTEA and XETA. To the best of our knowledge, this paper is the first to give cryptanalysis results on XETA.

Organization. This paper is organized as follows. Section 2 lists the notation and convention that we follow. The description of XTEA is provided in Sect. 3. Our main observation is presented in Sect. 4 and it is developed into an attack on 15 -round XTEA in Sect. 5. Here, we also provide other sets of 15 rounds
that could be similarly attacked. Section 6 describes our attack on 23 rounds on XTEA and provides other sets of 23 rounds that could be attacked in a similar way. Section 7 concludes the paper and provides an interesting open problem. In Appendix A, we show which countermeasures can be introduced to XTEA to prevent all the attacks in this paper. The 23 -round attack is illustrated in Appendix B.

## 2 Notation and Convention

The notation used in this paper is listed in Table 2.

Table 2. Notation

| Symbol / Notation | Meaning |
| :---: | :---: |
| 田 | Addition modulo $2^{32}$ |
| $\oplus$ | Exclusive-OR |
| < | Left shift |
| > | Right shift |
| 11 | Concatenation |
| $\lfloor x\rfloor$ | $\max _{y \in \mathbb{Z}}(y \leq x), \mathbb{Z}$ is the set of integers |
| LSB | Least significant bit |
| MSB | Most significant bit |
| [i] | Select bit $i, i=0$ is the LSB |
| [ $j \ldots i]$ | Select bits $k$ where $j \geq k \geq i, k=0$ is the LSB |
| $0^{k}$ | Concatenation of $k$ times the string ' 0 ' |

## 3 Description of XTEA

The block cipher XTEA has block size of 64 bits and key size of 128 bits. It uses a 64-round Feistel network (see Fig. 1). The $F$-function of the Feistel network (see Fig. 2) takes a 32 -bit input $x$ and produces a 32 -bit output as:

$$
\begin{equation*}
F(x)=((x \ll 4) \oplus(x \gg 5))+x . \tag{2}
\end{equation*}
$$

The 128 -bit key $K$ of XTEA is divided into four 32 -bit subkeys $K_{0}, \ldots, K_{3}$. At every round, one of the 4 subkeys is selected according to a key schedule. A constant $\delta=\left\lfloor(\sqrt{5}-1) \cdot 2^{31}\right\rfloor$ is defined, derived from the golden ratio. Two bits from a different multiple of $\delta$ are used at every round as the index of the subkey. The 32 -bit subkey $\alpha_{t}$ used in round $t$, where $1 \leq t \leq 64$, is chosen from the set $\left\{K_{0}, K_{1}, K_{2}, K_{3}\right\}$ according to the following rule:

$$
\alpha_{t} \leftarrow \begin{cases}K_{\delta_{t}[1 \ldots 0]} & \text { if } t \text { is odd },  \tag{3}\\ K_{\delta_{t}[12 \ldots 11]} & \text { if } t \text { is even },\end{cases}
$$

where

$$
\begin{equation*}
\delta_{t}=\left\lfloor\frac{t}{2}\right\rfloor \delta, \quad 1 \leq t \leq 64 \tag{4}
\end{equation*}
$$

The 64 -bit input to round $t$ of XTEA consists of two 32-bit parts $L_{t-1}$ and $R_{t-1}$ (see Fig. 1). For round 1, the plaintext $p$ is used as input: $\left(L_{0} \| R_{0}\right) \leftarrow p$. The input for round $t+1$ is computed recursively from the input to round $t$ as given by:

$$
\begin{align*}
& L_{t} \leftarrow R_{t-1}  \tag{5}\\
& R_{t} \leftarrow L_{t-1} \boxplus\left(\left(\delta_{t} \boxplus \alpha_{t}\right) \oplus F\left(R_{t-1}\right)\right), \tag{6}
\end{align*}
$$

where $\alpha_{t}$ is selected according to (3). For reference, we also list the subkeys used in every round in Table 3.

The ciphertext $c$ of XTEA is produced by concatenating the two parts obtained after the 64th round: $c \leftarrow L_{64} \| R_{64}$.

Finally, we note that in the description above by round we mean a Feistel round. This is not to be confused with the term cycle used in the original proposal of XTEA [17]. A cycle is equivalent to two Feistel rounds. Therefore XTEA has 64 rounds or 32 cycles.

Table 3. Subkeys used in XTEA

| Rounds | Subkey used |
| :---: | :---: |
| $1,8,9,10,17,18,20,25,30,33,40,41,49,50,57,60$ | $K_{0}$ |
| $3,6,11,16,19,26,27,28,35,36,38,43,46,48,51,58,59$ | $K_{1}$ |
| $4,5,13,14,21,24,29,34,37,44,45,53,54,56,61,64$ | $K_{2}$ |
| $2,7,12,15,22,23,31,32,39,42,47,52,55,62,63$ | $K_{3}$ |

## 4 Motivational Observation

We begin by observing that the subkey $K_{2}$ is not used in rounds 6-12. For the remainder of this section, let $K \leftarrow\left(K_{0}, K_{1}, X, K_{3}\right)$, where $X$ can be any 32 -bit value, as subkey $K_{2}$ is irrelevant in the analysis. Given one plaintext-ciphertext pair $\left(p_{0}, c_{0}\right)$, with each key guess, the attacker checks whether

$$
\begin{equation*}
E_{K}^{(6 \ldots 12)}\left(p_{0}\right)=c_{0} \tag{7}
\end{equation*}
$$

where $E_{K}^{(6 \ldots 12)}$ denotes the 7 -round (rounds 6-12) encryption using the key $K$. At first glance, it may appear that 1 KP is sufficient. However, it is to be noted that the key space ( $2^{96}$ keys $K$ ) is larger than the ciphertext space ( $2^{64}$ ciphertext blocks).


Fig. 1. The Feistel structure of XTEA showing two rounds


Fig. 2. The function $F$ used in the round function of XTEA

We now show that obtaining a second $\mathrm{KP}\left(p_{1}, c_{1}\right)$ is sufficient for an attack with an average time complexity of $2^{95.00} 7$-round encryptions and an average success probability of $1-2^{-33}$. The attacker iterates over the $2^{k}$ keys $K$, where $k=96$. For every candidate key $K$, (7) is tested using the first KP. If this equality is satisfied, the second KP is used to check

$$
\begin{equation*}
E_{K}^{(6 \ldots 12)}\left(p_{1}\right)=c_{1} \tag{8}
\end{equation*}
$$

If either (7) or (8) is not satisfied, the candidate key $K$ is incorrect and can be sieved. The approximate number of plaintext-ciphertext pairs that are needed can also be estimated from Shannon's unicity distance [21].

We make the reasonable assumption throughout this paper, that every block cipher we consider has perfect confusion and diffusion properties [21]. If either the plaintext or the key, or both are changed, it is assumed that the corresponding
ciphertext will be generated uniformly at random, independent from previously obtained ciphertexts.

Under this assumption, each of the 64 -bit conditions that result from (7) and (8) is satisfied with probability $2^{-64}$. All time complexities are stated as the number of equivalent encryptions of the reduced-round block cipher.

The average success probability can be calculated as follows. The two 64-bit conditions are simultaneously satisfied with probability $2^{-2 \cdot 64}=2^{-128}$. We can therefore eliminate a wrong key with probability $1-2^{-128}$. Assume that key $i$ is the correct key, where $0 \leq i<2^{k}$. It will be output by the algorithm if all previous keys are eliminated. This happens with probability $\left(1-2^{-128}\right)^{i}$. The correct key can be located anywhere among the list of $2^{k}$ candidate keys with equal probability. Therefore, the average success probability is

$$
\begin{align*}
2^{-k} \cdot \sum_{i=0}^{2^{k}-1}\left(1-2^{-128}\right)^{i} & =2^{128-k} \cdot\left(1-\left(1-2^{-128}\right)^{2^{k}}\right) \approx 2^{128-k} \cdot\left(1-e^{-2^{k-128}}\right) \\
& \approx 1-2^{-33} . \tag{9}
\end{align*}
$$

The approximations result from using the first and the second order Taylor approximations of $e^{x}$ around 0 . We now calculate the time complexity of the attack. For a candidate key $K$ to be determined as wrong, the expected number of trials is $1+2^{-64}$. This is because for every key, (7) is always checked, and for $2^{-64}$ keys (8) is checked as well. If the candidate key is correct, two encryptions are always performed. As the correct key can be located anywhere in the list of $2^{k}$ candidates keys with equal probability, the average number of encryptions of the algorithm is

$$
\begin{equation*}
2^{-k} \cdot \sum_{i=0}^{2^{k}-1}\left(i \cdot\left(1+2^{-64}\right)+2\right)=2^{-1} \cdot\left(1+2^{-64}\right) \cdot\left(2^{k}-1\right)+2 \approx 2^{95.00} . \tag{10}
\end{equation*}
$$

From Table 3, we obtain several other 7 -round block ciphers that can be attacked in a similar way. Table 4 lists all such ciphers. Finally, we note that for

Table 4. All 7-round attacks; each attack requires 2 KPs and on average $2^{95.00} 7$-round encryptions for an average success probability of $1-2^{-33}$

| Cipher consisting of XTEA rounds | Unused subkey |
| :---: | :---: |
| $6-12$ | $K_{2}$ |
| $24-30$ | $K_{3}$ |
| $42-48$ | $K_{0}$ |
| $46-52$ | $K_{2}$ |

$n=0$ and $n=1$ respectively, one can replace both (7) and (8) with

$$
\begin{equation*}
E_{K}^{(6 \ldots r-1)}\left(p_{n}\right)=D_{K}^{(r \ldots 12)}\left(c_{n}\right) \tag{11}
\end{equation*}
$$

where $r \in\{6, \ldots, 12\}, E_{K}^{(6 \ldots 5)}\left(p_{n}\right)=p_{n}$, and $D_{K}^{(r \ldots 12)}$ denotes (13-r)-round (rounds $r-12$ ) decryption using the key $K$. Therefore, what we essentially constructed above can be viewed as meet-in-the-middle attacks. In (11), the value of $r$ determines the subkeys that are required for encryption and decryption.

## 5 Attacks on 15 Rounds of XTEA

The attack described in Sect. 4 on rounds 6-12, can be extended to rounds 6 20 as follows. First, the attacker performs a meet-in-the-middle attack, where (partial) encryptions and decryptions cannot be performed over all rounds, the attacker only exhaustively searches over part of the key. From the remaining rounds, however, the number of possibilities for the full key is reduced. Only three known plaintexts $\left(p_{n}, c_{n}\right), 0 \leq n<2$ are required for the attack.

Let us now split a reduced-round XTEA block cipher into outer rounds and inner rounds. In the outer rounds, one particular subkey is not used, whereas the inner rounds use only this subkey. The attack is described for rounds 6-20. As can be seen from Table 3, the outer rounds (6-12) and (15-20) do not involve $K_{2}$, whereas the two inner rounds (13-14) use only $K_{2}$.

By encrypting plaintext $p_{0}$ from round 6 to round 12 (i.e., until the beginning of round 13) and decrypting the corresponding ciphertext $c_{0}$ for 6 rounds starting backwards from round 20, we obtain the subkeys used in the inner rounds. They are denoted as $K_{2}^{\prime}$ and $K_{2}^{\prime \prime}$ for inner rounds 13 and 14 respectively. Then, the attacker checks whether $K_{2}^{\prime}=K_{2}^{\prime \prime}$. This can be understood from Fig. 1. Therefore, not the ciphertext values (as in Sect. 4), but the key values "meet in the middle". To the best of our knowledge, such an approach has not been described in previous literature.

If $K_{2}^{\prime} \neq K_{2}^{\prime \prime}$, the candidate key of $\left(K_{0}, K_{1}, K_{3}\right)$ cannot be correct, and the attacker proceeds to the next candidate key. Otherwise, the candidate key is extended to $\left(K_{0}, K_{1}, K_{2}, K_{3}\right)$, where $K_{2}=K_{2}^{\prime}=K_{2}^{\prime \prime}$. Then, the meet-in-themiddle attack is performed as described in Sect. 4. That is, a plaintext is encrypted with candidate keys $\left(K_{0}, K_{1}, K_{2}, K_{3}\right)$, to check which of the computed ciphertexts agrees with the actual (corresponding) ciphertext. For the 15 -round attack, it is sufficient to use two additional known plaintexts $\left(p_{1}, c_{1}\right)$ and $\left(p_{2}, c_{2}\right)$.

The average success probability can be calculated as follows. Using ( $p_{0}, c_{0}$ ) a 32 -bit condition is obtained when $K_{2}^{\prime}=K_{2}^{\prime \prime}$ is checked. Then, $\left(p_{1}, c_{1}\right)$ and $\left(p_{2}, c_{2}\right)$ each gives an additional 64-bit condition. A wrong key will pass these tests with probability ${ }^{4} 2^{-32} \cdot\left(2^{-64}\right)^{2}=2^{-160}$. Thus, with probability $1-2^{-160}$, a wrong key is eliminated. Assume that $i$ is the correct key, where $0 \leq i<2^{k}$. It will be output by the algorithm if all previous keys are eliminated. This happens with probability $\left(1-2^{-160}\right)^{i}$. The correct key can be located anywhere among the list

[^2]of $2^{k}$ candidate keys with equal probability. The average success probability is
\[

$$
\begin{align*}
2^{-96} \cdot \sum_{i=0}^{2^{96}-1}\left(1-2^{-160}\right)^{i} & =2^{160-96} \cdot\left(1-\left(1-2^{-160}\right)^{2^{96}}\right) \approx 2^{64} \cdot\left(1-e^{-2^{64}}\right) \\
& \approx 1-2^{-65} \tag{12}
\end{align*}
$$
\]

We now calculate the time complexity of the attack. For a candidate key $\left(K_{0}, K_{1}, K_{3}\right)$ to be determined as wrong, the expected number of trials is $1+$ $2^{-32}+2^{-96}$. This is because for every candidate key $\left(K_{0}, K_{1}, K_{3}\right)$, the attacker always checks whether $K_{2}^{\prime} \neq K_{2}^{\prime \prime}$. For $2^{-32}$ and $2^{-96}$ candidate keys, the attacker encrypts using the second and third known plaintext respectively. If the candidate key is correct, the equivalent of three encryptions is always performed. As the correct key can be located anywhere in the list of $2^{96}$ candidates keys with equal probability, the average number of (equivalent) encryptions of the algorithm is

$$
\begin{align*}
2^{-96} \cdot \sum_{i=0}^{2^{96}-1}\left(i \cdot\left(1+2^{-32}+2^{-96}\right)+3\right) & =2^{-1} \cdot\left(1+2^{-32}+2^{-96}\right) \cdot\left(2^{96}-1\right)+3 \\
& \approx 2^{95.00} \tag{13}
\end{align*}
$$

Finally, in Table 5, we provide a list of all 15 -round block ciphers that can be attacked with the same complexity.

Table 5. All 15 -round attacks; each attack requires 3 KPs and on average $2^{95.00}$ computations of the 15 rounds for an average success probability of $1-2^{-65}$

| Cipher consisting of XTEA rounds | Inner rounds Inner round subkey |
| :--- | :--- | :--- | :--- |


| $6-20$ | 13,14 | $K_{2}$ |
| :---: | :---: | :---: |
| $16-30$ | 22,23 | $K_{3}$ |
| $24-38$ | 31,32 | $K_{3}$ |
| $34-48$ | 40,41 | $K_{0}$ |
| $38-52$ | 44,45 | $K_{2}$ |
| $42-56$ | 49,50 | $K_{0}$ |

## 6 Attacks on 23 Rounds of XTEA

In this section, we extend the 15 -round attack of Sect. 5 to 23 rounds. This $23-$ round attack has an average time complexity of $2^{117.00}$ (equivalent) encryptions and an average success probability of $1-2^{-1025}$. It requires only 18 known (not chosen) plaintexts and corresponding ciphertexts. For the same number of
rounds, both the time complexity and the data complexity of our attack are much lower than those in [8]. Our attack is therefore the best attack on 23round XTEA so far in the standard setting, and the only attack requiring such a low number of plaintexts and corresponding ciphertexts. We note that we have optimized our attack to have the time complexity as low as possible. It is possible to reduce the number of known plaintexts even further, but not without increasing the time complexity of the attack.

The technique used is a meet-in-the-middle attack, similar to the attacks in [4]. As in Sect. 5, the reduced-round XTEA block cipher is split into outer rounds and inner rounds. In the outer rounds, one subkey is not used. The inner rounds can contain any of the subkeys. Our attack applies to rounds $16-38$ of XTEA. Rounds 16-21 and 33-38 are the outer rounds, and do not involve subkey $K_{3}$. The inner rounds are rounds $22-32$. The attack is a sieving attack, as the correct key is found by eliminating keys that lead to contradictions. The attack is given in Algorithm 1.

The $k$-bit key is recovered in two stages. First, the attacker exhaustively searches over $k_{1}$ bits of the key $K$ and use $m$ known plaintexts to check a onebit condition that each of the $m$ plaintexts yield. These $k_{1}$ bits consist of $K_{0}$, $K_{1}, K_{2}$, and the 21 least significant bits of $K_{3}$. This one-bit condition, tested in test_keys_1 $(K)$, results from the following observation, also illustrated in Appendix B. We see that, without using $K_{3}[31 \ldots 21]$, the attacker can calculate $L_{27}[0] \leftarrow E_{K}^{(16 \ldots 27)}(p)[0]$, and $L_{27}^{\prime}[0] \leftarrow D_{K}^{(28 \ldots 38)}(c)[0]$. As $L_{27}[0]=L_{27}^{\prime}[0]$ always holds if the candidate key $K$ is correct, a wrong key can be discarded if $L_{27}[0] \neq$ $L_{27}^{\prime}[0]$. Note that only $k_{1}$ bits of the candidate key $K$ are used to test this condition, as the remaining $k_{2}$ bits do not affect this condition.

If none of the $m$ plaintexts cause a key to be discarded, the attacker exhaustively searches over the remaining $k_{2}$ bits of key $K$ in test_keys_2 ( $K$ ). These $k_{2}$ bits are the 11 most significant bits of $K_{3}$. In this stage, $\ell \leq m$ of the $m$ plaintexts are reused. Now, $\left(L_{27}, R_{27}\right) \leftarrow E_{K}^{(16 \ldots 27)}(p)$ and $\left(L_{27}^{\prime}, R_{27}^{\prime}\right) \leftarrow D_{K}^{(28 \ldots 38)}(c)$ are recalculated using the full key $K$. For efficiency, this calculation is sped up by using stored values $p_{n}^{\star}$ and $c_{n}^{\star}$ for the outer rounds, and encrypting only the inner rounds. Equations $L_{27}=R_{27}$ and $L_{27}^{\prime}=R_{27}^{\prime}$ yield only 63 -bit conditions, as $L_{27}[0]=L_{27}^{\prime}[0]$ was already tested. If both equations are satisfied for all $\ell$ plaintexts, the candidate key $K$ is output as the correct key, and the algorithm halts.

Let us now determine the average time complexity and the average success probability of Algorithm 1.

The algorithm succeeds if no wrong key $K$ that passes all $m+\ell$ tests is encountered before the correct key. How efficiently the attacker searches through these candidate keys $K$, does not influence the success probability of Algorithm 1. We therefore assume that the exhaustive search is over $2^{k}$ keys, and then both test_keys_1 ( $K$ ) and test_keys_2 ( $K$ ) are performed for each of these keys.

Each of the $m$ plaintexts yields a one-bit condition in test_keys_1 ( $K$ ), satisfied randomly with a probability of $2^{-1}$. When $\ell \leq m$ of these plaintexts are reused in test_keys_2 $(K)$, there is a condition on the 63 remaining bits, sat-

```
Algorithm 1 Recovering the key of the 23-round XTEA block cipher consisting
of rounds \(16-38\); an average \(2^{117.00}\) (equivalent) encryptions and 18 KPs are
required for an average success probability of \(1-2^{-1025}\)
Require: \(m\) known plaintexts \(p_{0} \ldots p_{m-1}\) and corresponding ciphertexts \(c_{0} \ldots c_{m-1}\).
Ensure: The output key \(K\) (of length \(k\) bits) is the correct key with probability
    \(2^{m+63 \ell-k}\left(1-e^{-2^{k-m-63 \ell}}\right)\), where \(\ell\) is chosen such that \(\ell \leq m\).
    global \(p_{0}^{\star} \ldots p_{m-1}^{\star}, c_{0}^{\star} \ldots c_{m-1}^{\star}\).
    function test_key_1 \((K)\) do
        for \(n \leftarrow 0 \ldots m-1\) do
            \(p_{n}^{\star} \leftarrow E_{K}^{(16 \ldots 21)}\left(p_{n}\right)\)
            \(c_{n}^{\star} \leftarrow D_{K}^{(33 \ldots 38)}\left(c_{n}\right)\)
            \(\left(L_{27}, R_{27}\right) \leftarrow E_{K}^{(22 \ldots 27)}\left(p_{n}^{\star}\right)\)
            \(\left(L_{27}^{\prime}, R_{27}^{\prime}\right) \leftarrow D_{K}^{(28 \ldots 32)}\left(c_{n}^{\star}\right)\)
            if \(L_{27}[0] \neq L_{27}^{\prime}[0]\) then
                return false
        return true
    function test_key_2( \(K\) ) do
        for \(n \leftarrow 0 \ldots \ell-1\) do
            \(\left(L_{27}, R_{27}\right) \leftarrow E_{K}^{(22 \ldots 27)}\left(p_{n}^{\star}\right)\)
            \(\left(L_{27}^{\prime}, R_{27}^{\prime}\right) \leftarrow D_{K}^{(28 \ldots 32)}\left(c_{n}^{\star}\right)\)
            if \(L_{27} \neq L_{27}^{\prime}\) or \(R_{27} \neq R_{27}^{\prime}\) then
                return false
        return true
    for \(\left(K_{0}, K_{1}, K_{2}\right) \leftarrow\left(0 \ldots 2^{32}-1,0 \ldots 2^{32}-1,0 \ldots 2^{32}-1\right)\) do
        for \(K_{3}[20 \ldots 0] \leftarrow 0 \ldots 2^{21}-1\) do
            \(K \leftarrow\left(K_{0}, K_{1}, K_{2}, 0^{11} \| K_{3}[20 \ldots 0]\right)^{\dagger}\)
            if test_key_1 \((K)\) then
                for \(K_{3}[31 \ldots 21] \leftarrow 0 \ldots 2^{11}-1\) do
                    if test_key_2 \(K\) ) then
                    output \(K\) and halt
\({ }^{\dagger}\) Since the 11 bits \(K_{3}[31 \ldots 21]\) do not affect \(L_{27}[0]\) or \(L_{27}^{\prime}[0]\), one can have any value \(\beta\) from the set \(\underline{\left\{1, \ldots, 2^{11}-1\right\}}\) in place of \(0^{11}\). We have used \(0^{11}\) for ease of understanding how the attack works.
```

isfied randomly with a probability of $2^{-63}$. A wrong key will be detected if at least one of the $m+\ell$ tests fail. This eliminates a wrong key with a probability of $1-2^{-m} \cdot 2^{-63 \ell}$. Assume that $i$ is the correct key, where $0 \leq i<2^{k}$. Then, it will be output by the algorithm if all previous candidate keys lead to contradictions. This happens with probability $\left(1-2^{-m} \cdot 2^{-63 \ell}\right)^{i}$. As the correct key can be located anywhere in the list of $2^{k}$ candidate keys with equal probability, the average success probability of the algorithm is

$$
\begin{align*}
2^{-k} \cdot \sum_{i=0}^{2^{k}-1}\left(1-2^{-m} \cdot 2^{-63 \ell}\right)^{i} & =2^{m+63 \ell-k} \cdot\left(1-\left(1-2^{-m-63 \ell}\right)^{2^{k}}\right) \\
& \approx 2^{m+63 \ell-k} \cdot\left(1-e^{-2^{k-m-63 \ell}}\right) \tag{14}
\end{align*}
$$

We now calculate the time complexity of the attack. Let $i$ and $j$ (where $0 \leq i<2^{k_{1}}$ and $0 \leq j<2^{k_{2}}$ ) be parts of the correct key $K^{c}$ where $i=$ $\left(K_{0}^{c}, K_{1}^{c}, K_{2}^{c}, K_{3}^{c}[20 \ldots 0]\right)$ and $j=K_{3}^{c}[31 \ldots 21]$. Any 117-bit key $\left(K_{0}, K_{1}, K_{2}, K_{3}\right.$ $[20 \ldots 0])$, tested in test_keys_1 $(K)$ before the correct key, passes test_keys_1 ( $K$ ) with probability $2^{-m}$. Therefore, of the $i 117$-bit keys tested before the correct key, $i \cdot 2^{-m}$ keys are expected to pass test_keys_1 $(K)$. For each of these $i \cdot 2^{-m}$ keys, test_keys_2() is performed $2^{k_{2}}$ times. Summarizing,

- the attacker performs an expected $i \cdot T_{1} 23$-round computations, where $T_{1}$ is the expected number of 23 -round computations for a wrong key under test_keys_1();
- the attacker additionally performs an expected $i \cdot 2^{-m} \cdot 2^{k_{2}} \cdot T_{2} 23$-round computations, where $T_{2}$ is the expected number of 23 -round computations for a wrong key under test_keys_2().

It is easy to see that

$$
\begin{equation*}
T_{1} \triangleq \sum_{i=0}^{m-1} 2^{-i} \tag{15}
\end{equation*}
$$

To compute $T_{2}$, note that test_keys_2() only encrypts the 11 inner rounds again, and uses stored values for (partial) encryptions and decryptions of the outer rounds. This is equivalent to $11 / 23$ encryptions of the 23 -round block cipher and therefore

$$
\begin{equation*}
T_{2} \triangleq \frac{11}{23} \cdot \sum_{j=0}^{\ell-1} 2^{-63 j} \tag{16}
\end{equation*}
$$

For the correct (partial) key $i$, the number of steps under test_keys_1() is $m$. To determine the remaining part of the correct 128 -bit key $K^{c}$, the attacker performs an expected $j \cdot T_{2}+(11 / 23) \cdot \ell 23$-round computations, where

1. $j \cdot T_{2}$ is the expected number of 23-round computations, under test_keys_2(), for all the $j$ wrong (partial) keys preceding key $j$;
2. $\ell$ is the number of 11-round steps under test_keys_2() for the correct key $j$.

As the correct key $j$ can take any value in the set $\left\{0, \ldots, 2^{k_{2}}-1\right\}$, the average number of 23 -round computations corresponding to the correct key $i$, is

$$
\begin{equation*}
2^{-k_{2}} \cdot \sum_{j=0}^{2^{k_{2}}-1}\left(j \cdot T_{2}+\frac{11}{23} \cdot \ell\right) \tag{17}
\end{equation*}
$$

As the correct key $i$ can take any value in the set $\left\{0, \ldots, 2^{k_{1}}-1\right\}$, the average number of 23 -round computations in total is

$$
2^{-k_{1}} \cdot \sum_{i=0}^{2^{k_{1}}-1}\left(i \cdot T_{1}+m+i \cdot 2^{-m} \cdot 2^{k_{2}} \cdot T_{2}+2^{-k_{2}} \cdot \sum_{j=0}^{2^{k_{2}}-1}\left(j \cdot T_{2}+\frac{11}{23} \cdot \ell\right)\right)(18)
$$

The derivation of (18) will be more clear from Fig. 3 in Appendix B.
We now choose the parameters $m$ and $\ell$ for the attack on rounds $16-38$. From (18), we find that we cannot lower the average time complexity below $2^{117.00}$. Therefore, we choose $m$ and $\ell$ such that we have the lowest number of known plaintexts, and the highest success probability for this particular time complexity. Setting $m=\ell=18$, we find that 18 KPs are sufficient, and that the corresponding success probability using (14) is $1-2^{-1025}$. Note that the success probability of exhaustive search over the full $k$-bit key using 18 KPs has the same success probability. This shows that all KPs are optimally used in our attack from an information theoretic point of view [21]. Note that the number of KPs can still be lowered further, but then the time complexity must increase. This can be done by either increasing $\ell$ (which would make the second stage dominate in the attack), or by increasing $k_{1}$ (and thus perform the meet-in-the-middle on more than one bit). ${ }^{5}$ We do not consider such options, as the number of KPs in our attack is already low enough for a practical attack. The time complexity, however, is still beyond reach with current hardware. Each of these attacks requires only negligible memory (about $4 \cdot 64 \cdot 18=2^{12.17}$ bits to store $\left(p_{n}, c_{n}\right)$ and ( $p_{n}^{\star}, c_{n}^{\star}$ ) values).

As shown in Table 6, a total of 12 variants of the XTEA block cipher can be attacked, where each variant consists of 23 rounds. For rounds $34-56$, the attack works in exactly the same way as for $16-38$, and has the same complexities. The 10 other attacks require that $k_{1}=122$ : the exhaustive search is now over all but the 6 most significant bits of one subkey in Algorithm 1, in order to obtain a condition on one bit to perform the meet-in-the-middle. The middle bit involved in this condition is given as well in Table 6.

Using (18), we calculate the time complexity for the 10 attacks that use 12 or 13 inner rounds. The lowest possible average time complexity for our attack strategy is $2^{122.00}$. For this time complexity, the best parameters are $m=\ell=13$. We then obtain an average success probability of $1-2^{-705}$, using 13 KPs. Again, each of these attacks requires only negligible memory (about $2^{11.70}$ bits to store $\left(p_{n}, c_{n}\right)$ and ( $p_{n}^{\star}, c_{n}^{\star}$ ) values).

## 7 Conclusions and Open Problems

This paper presented several meet-in-the-middle attacks on 7 -, 15 - and 23 -round XTEA. The main highlight of our attacks is that they require very few known plaintexts (not more than 18) as opposed to previously reported attacks (the best of these attacks requires $2^{20}$ chosen plaintexts). Furthermore, our attacks use different approaches - the 7 - and 23 -round attacks use a straightforward meet-in-the-middle approach; in the 15 -round attacks, the meet-in-the-middle corresponds to inner round subkeys rather than intermediary text values.

[^3]Table 6. All 23 -round attacks

| Total rounds | Inner rounds | Middle bit | Unused key bits | \# Inner rounds |
| :---: | :---: | :---: | :---: | :---: |
| $16-38$ | $22-32$ | $L_{27}[0]$ | $K_{3}[31 \ldots 21]$ | 11 rounds |
| $34-56$ | $40-50$ | $L_{45}[0]$ | $K_{0}[31 \ldots 21]$ | 11 rounds |
| $6-28$ | $13-24$ | $L_{19}[0]$ | $K_{2}[31 \ldots 26]$ | 12 rounds |
| $8-30$ | $12-23$ | $L_{18}[0]$ | $K_{3}[31 \ldots 26]$ | 12 rounds |
| $24-46$ | $31-42$ | $L_{37}[0]$ | $K_{3}[31 \ldots 26]$ | 12 rounds |
| $26-48$ | $30-41$ | $L_{36}[0]$ | $K_{0}[31 \ldots 26]$ | 12 rounds |
| $30-52$ | $34-45$ | $L_{40}[0]$ | $K_{2}[31 \ldots 26]$ | 12 rounds |
| $42-64$ | $49-60$ | $L_{55}[0]$ | $K_{0}[31 \ldots 26]$ | 12 rounds |
| $20-42$ | $26-38$ | $L_{32}[0]$ | $K_{1}[31 \ldots 26]$ | 13 rounds |
| $38-60$ | $44-56$ | $L_{50}[0]$ | $K_{2}[31 \ldots 26]$ | 13 rounds |
| $2-24$ | $8-20$ | $L_{14}[0]$ | $K_{0}[31 \ldots 26]$ | 13 rounds |
| $12-34$ | $16-28$ | $L_{22}[0]$ | $K_{1}[31 \ldots 26]$ | 13 rounds |

Each of our attacks on 23 -round XTEA requires less time ( $2^{117.00} 23$-round computations) than the previously best-known attack on 23 rounds ( $2^{120.65} 23$ round computations) in the standard setting. The time complexities of the 7 and 15 -round attacks are also significantly better than exhaustive key search, with each of these attacks requiring about $2^{95}$ time.

Our attacks apply to XETA as well, a close variant of XTEA that is also implemented in the Linux kernel. We are unaware of any other published cryptanalysis results on XETA.

An interesting observation from one of the anonymous reviewers, is that there is also a 15 -round attack on rounds $2-16$. In this case, subkey $K_{0}$ is used consecutively in the inner rounds 8,9 and 10 , but not elsewhere. By exhaustively searching over $K_{1}, K_{2}, K_{3}$ and six of the least significant bits of $K_{0}$, we can perform the same meet-in-the-middle attack that is described in Sect. 6. However, this attack has a higher time and data complexity than the other 15 -round attacks of Sect. 5, for a comparable success probability.

When constructing the 23 -round attack in Sect. 6, we found that for any number of inner rounds (where all subkeys can be used) up to 16, there is no corresponding attack on more than 23 rounds. However, if the number of inner rounds can be increased to 17 , this leads to a 29 -round attack. All such 29 -round attacks are listed in Table 7. We present the cryptanalysis of these 29-round XTEA block ciphers as an interesting open problem.
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Table 7. All reduced-round XTEA block ciphers for which a 29 -round attack consists of 17 inner rounds

| Total rounds | Inner rounds | Subkey containing unused key bits |
| :--- | :--- | :--- |


| $11-39$ | $27-33$ | $K_{0}$ |
| :---: | :---: | :---: |
| $15-43$ | $21-37$ | $K_{2}$ |
| $29-57$ | $35-51$ | $K_{1}$ |
| $33-61$ | $40-56$ | $K_{3}$ |
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## A Countermeasures

The attacks in this paper are made possible because a particular subkey $K_{i}$ is often not used for a large number of rounds. To prevent against the attacks in this paper, we propose to use each of the subkeys $K_{0}, K_{1}, K_{2}, K_{3}$ once every four rounds, in a random order. This countermeasure does not prevent trivial meet-in-the-middle attacks on 6 rounds. Note that the subkeys cannot repeat in a cyclic manner, as we want to avoid the possibility of slide attacks.

## B Illustration of the Attack on Rounds 16-38

In Fig. 4, we illustrate the 23 -round attack of Sect. 6. The attack is on rounds $16-38$, and uses 11 inner rounds (22-32). Grey boxes represent bits that do not depend on the value of $K_{3}[31 \ldots 21]$. In Fig. 3, we illustrate Algorithm 1 from the point of view of computation of its time complexity.


Fig. 3. Attack on rounds $16-38$ using Algorithm 1: the tables (not stored in memory) denote the two stages of Algorithm 1 and the shaded 128 bits denote the correct 128-bit key; for a wrong key $\gamma$, test_keys_2() is performed $2^{11}$ times

## C Randomness of the Inner-Round Subkeys in the 15-Round Attacks

Here, we show that if the texts obtained by encrypting $p_{0}$ and decrypting $c_{0}$ in the 13 outer rounds (of a 15 -round attack) are uniformly distributed at random, then so are the subkeys in the inner rounds. As there are only two inner rounds, the problem may be viewed as follows. In Fig. 1, if $L_{t-1} \| R_{t-1}$ and $L_{t+1} \| R_{t+1}$ are uniformly distributed at random, then we need to show that $\alpha_{t}$ and $\alpha_{t+1}$ are also uniformly distributed at random. Henceforth, the term random means uniformly distributed at random.

Since $F$ is a bijection, the output of $F$ is random given $R_{t-1}$ is random. We know that modular addition (or subtraction) or exclusive-OR of two random values results in a random value. Given this, since $R_{t}=L_{t+1}$ and $L_{t+1} \| L_{t-1}$ is random, from Fig. 1 we obtain that $\delta_{t} \boxplus \alpha_{t}$ is random. As $\delta_{t}$ is a constant, $\alpha_{t}$ is random. By similar arguments, it is easily seen that $\alpha_{t+1}$ is also random.


Fig. 4. 23-round attack (rounds 16-38), using 11 inner rounds (the grey boxes represent bits that do not depend on the value of $K_{3}[31 \ldots 21]$ )
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[^1]:    ${ }^{3}$ The attack presented in Sect. 5 of this paper can also be seen as a meet-in-the-middle attack, however the (partial) encryptions and decryptions cannot be performed over all rounds, as the attacker only searches exhaustively over parts of the key. We therefore use a technique similar to the partial matching technique of Sasaki and Aoki. This very recent technique was successfully applied to several hash functions, including MD4 [2], MD5 [20], HAS-160 [9] and SHA-2 [1].

[^2]:    ${ }^{4}$ If the texts obtained by encrypting $p_{0}$ and decrypting $c_{0}$, in the 13 outer rounds, are uniformly distributed at random, then so are the subkeys $K_{2}^{\prime}$ and $K_{2}^{\prime \prime}$. This fact, explained in Appendix C, is explicitly stated here because the assumption of perfect confusion and diffusion was made for ciphertexts, and not for subkeys.

[^3]:    ${ }^{5}$ In the attack, one bit in the middle is independent of 11 key bits. Two bits in the middle are simultaneously independent of fewer than 11 key bits, thereby corresponding to a larger $k_{1}$.

