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#### Abstract

In this paper we propose a new family of very efficient hardware oriented block ciphers. The family contains six block ciphers divided into two flavors. All block ciphers share the 80 -bit key size and security level. The first flavor, KATAN, is composed of three block ciphers, with 32,48 , or 64 -bit block size. The second flavor, KTANTAN, contains the other three ciphers with the same block sizes, and is more compact in hardware, as the key is burnt into the device (and cannot be changed).

The smallest cipher of the entire family, KTANTAN32, can be implemented in 462 GE while achieving encryption speed of $12.5 \mathrm{KBit} / \mathrm{sec}$ (at 100 KHz ). KTANTAN48, which is the version we recommend for RFID tags uses 588 GE, whereas KATAN64, the largest and most flexible candidate of the family, uses 1054 GE and has a throughput of $25.1 \mathrm{Kbit} / \mathrm{sec}$ (at 100 KHz ).


## 1 Introduction

Low-end devices, such as RFID tags, are deployed in increasing numbers each and every day. Such devices are used in many applications and environments, leading to an ever increasing need to provide security (and privacy). In order to satisfy these needs, several suitable building blocks, such as secure block ciphers, have to be developed.

The problem of providing secure primitives in these devices is the extremely constrained environment. The primitive has to have a small footprint (where any additional gate might lead to the solution not being used), reduced power

[^0]consumption (as these devices either rely on a battery or on an external electromagnetic field to supply them the required energy), and with sufficient speed (to allow the use of the primitive in real protocols).

The raising importance as well as the lack of secure and suitable candidates, has initiated a research aiming to satisfy these requirements. The first candidate block cipher for these devices was the DESL algorithm [19]. DESL is based on the general structure of DES, while using a specially selected S-box. DESL has key size of 56 bits and a footprint of 1848 GE. The second candidate for the mission is the PRESENT block cipher [4]. PRESENT has an SP-Network structure, and it can be implemented using the equivalent of 1570 GE. A more dedicated implementation of PRESENT in $0.35 \mu \mathrm{~m}$ CMOS technology reaches 1000 GE [20] ${ }^{1}$ The same design in $0.25 \mu \mathrm{~m}$ and $0.18 \mu \mathrm{~m}$ CMOS technology consumes 1169 and 1075 GE, respectively.

Some stream ciphers, such as grain [11] and trivium [6] may also be considered fit for these constrained environments, with 1293 and $749 \mathrm{GE}^{2}$ implementations, respectively. However, some protocols cannot be realized using stream ciphers, thus, leaving the issue of finding a more compact and secure block cipher open.

In this paper we propose a new family of block ciphers composed of two sets. The first set of ciphers is the KATAN ciphers, KATAN32, KATAN48 and KATAN64. All three ciphers accept 80-bit keys, and have a different block size ( $n$-bit for KATAN $n$ ). These three block ciphers are highly compact and achieve the minimal size (while offering adequate security). The second set, composed of KTANTAN32, KTANTAN48, and KTANTAN64, realize even smaller block ciphers in exchange for agility. KTANTAN $n$ is more compact than KATAN $n$, but at the same time, is suitable only for cases where the device is initialized with one key that can never be altered, i.e., for the KTANTAN families, the key of the device is burnt into the device. Thus, the only algorithmic difference between KATAN $n$ and KTANTAN $n$ is the key schedule (which may be considered slightly more secure in the KATAN $n$ case).

While in this paper we put emphasis on the smallest possible variants, it can be easily seen that increasing the speed of the implementation is feasible with only a small hardware overhead. Therefore, we provide more implementation results in Appendix B. We implemented all six ciphers of the family using an $f s c 0 l_{-} d_{-} s c_{-} t c$ $0.13 \mu \mathrm{~m}$ family standard cell library tailored for UMC's $0.13 \mu \mathrm{~m}$ Low Leakage process. We compare our results with previous constructions in Table 1 We note here that some of the implementations achieve an amazingly low gate count due to the number of GE per bit of memory used. This is the issue inherent not only to the encryption algorithm, but also a matter of the technology that is used. Thus, we give a detailed explanation addressing the possible bit representation.

[^1]Table 1. Comparison of Ciphers Designed for Low-End Environments (optimized for size)

| Cipher | Block <br> (bits) | Key <br> $($ bits $)$ | Size <br> $(\mathrm{GE})$ | Gates per <br> Memory Bit | Throughput* <br> $(\mathrm{Kb} / \mathrm{s})$ | Logic <br> Process |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| AES-128 [8] | 128 | 128 | 3400 | 7.97 | 12.4 | $0.35 \mu \mathrm{~m}$ |
| AES-128 [10] | 128 | 128 | 3100 | 5.8 | 0.08 | $0.13 \mu \mathrm{~m}$ |
| HIGHT [12] | 64 | 128 | 3048 | $\mathrm{~N} / \mathrm{A}$ | 188.25 | $0.25 \mu \mathrm{~m}$ |
| mCrypton [15] | 64 | 64 | 2420 | 5 | 492.3 | $0.13 \mu \mathrm{~m}$ |
| DES [19] | 64 | 56 | $2309^{\dagger}$ | 12.19 | 44.4 | $0.18 \mu \mathrm{~m}$ |
| DESL [19] | 64 | 56 | $1848^{\dagger}$ | 12.19 | 44.4 | $0.18 \mu \mathrm{~m}$ |
| PRESENT-80 [4] | 64 | 80 | 1570 | 6 | 200 | $0.18 \mu \mathrm{~m}$ |
| PRESENT-80 [20] | 64 | 80 | 1000 | $\mathrm{~N} / \mathrm{A}$ | 11.4 | $0.35 \mu \mathrm{~m}$ |
| Grain [9] | 1 | 80 | 1294 | 7.25 | 100 | $0.13 \mu \mathrm{~m}$ |
| Trivium [16] | 1 | 80 | 749 | $2^{\diamond}$ | $100^{\ddagger}$ | $0.35 \mu \mathrm{~m}$ |
| KATAN32 | 32 | 80 | 802 | 6.25 | 12.5 | $0.13 \mu \mathrm{~m}$ |
| KATAN48 | 48 | 80 | 927 | 6.25 | 18.8 | $0.13 \mu \mathrm{~m}$ |
| KATAN64 | 64 | 80 | 1054 | 6.25 | 25.1 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN32 | 32 | 80 | 462 | 6.25 | 12.5 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN48 | 48 | 80 | 588 | 6.25 | 18.8 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN64 | 64 | 80 | 688 | 6.25 | 25.1 | $0.13 \mu \mathrm{~m}$ |

* — A throughput is estimated for frequency of 100 KHz .
$\dagger$ - Fully serialized implementation (the rest are only synthesized).
$\ddagger$ - This throughput is projected, as the chip requires higher frequencies.
$\diamond$ - This is a full-custom design using $\mathrm{C}^{2} \mathrm{MOS}$ dynamic logic.

We organize this paper as follows: In Section 2 we describe the design criteria used in the construction of the KATAN family. Section 3 presents the building blocks used in our construction as well as the implementation issues related to them. In Sections 4 and 5 we present the KATAN and the KTANTAN families, respectively. The security analysis results are given in Section 6. Several compartive tradeoffs concerning the implemtnation speed and size of the KATAN and KTANTAN families are reported in Appendix B Finally, we summarize our results in Section 7

## 2 Motivation and Design Goals

Our main design goal was to develop a secure 80-bit block cipher with as minimal number of gates as possible. Such ciphers are needed in many constrained environments, e.g., RFID tags and sensor networks.

While analyzing the previous solutions to the problem, we have noticed that the more compact the cipher is, a larger ratio of the area is dedicated for storing the intermediate values and key bits. For example, in grain [11, almost all of the 1294 gates which are required, are used for maintaining the internal state. This phenomena also exist in DESL [19] and PRESENT 4], but to a lesser degree. This follows two-fold reasoning: First, stream ciphers need an internal
state of at least twice the security level while block ciphers are exempt from this requirement. Second, while in stream ciphers it is possible to use relatively compact highly nonlinearity combining function, in block ciphers the use of Sbox puts a burden on the hardware requirements.

Another interesting issue that we have encountered during the analysis of previous results is the fact that various implementations not only differ in the basic gate technology, but also in the number of gate equivalents required for storing a bit. In the standard library we have used in this work, a simple flip-flop implementation can take between 5 and 12 GE. This, of course, depends on the type of the flip-flop that is used (scan or standard D flip-flop, with or without set/reset signals, input and output capacitance, etc). Typical flip-flops that are used to replace a combination of a multiplexer and a flip-flop are, so called, scan flip-flops of which the most compact version, in our library, has a size equivalent to 6.25 GE. These flip-flops basically act as a combination of a simple D flip-flop and a MUX2to1. Use of this type of flip-flops is beneficial both for area and power consumption.

Here, we can notice that in PRESENT 4, the 80-bit key is stored in an area of about 480 GE , i.e., about 6 GE for one bit of memory, while in DESL, the 64 -bit state is stored in 780 GE (about 12 GE for a single bit). As we have already discussed, this is related to many different factors such as the type of flip-flops, technology, library, etc. Finally, we note that in some cases (which do not necessarily fit an RFID tag due to practical reasons) it is possible to reduce the area required for storing one memory bit to only 8 transistors (i.e., about 2 GE) [16. This approach achieves a much better comparison between different implementations, as usually changing the memory technology we can relatively easily counter the effects of implementers knowledge (or lack of), and discuss the true size of the proposed algorithm.

An additional issue which we observed is that in many low-end applications, the key is loaded once to the device and is never changed. In such instances, it should be possible to provide an encryption solution which can handle a key which is not stored in memory, preferably in a more efficient manner.

A final issue related to reducing the area requirements of the cipher is the block size. By decreasing the block size, it is possible to further reduce the memory complexity of the cipher. On the other hand, reducing the plaintext size to less than 32 bits has strong implications on the security of the systems using this cipher. For example, due to the birthday bound, a cipher with block size smaller than 32 bits is distinguishable from a family of random permutations after $2^{16}$ blocks.

The life span of a simple RFID tag indeed fits this restriction, but some RFID tags and several devices in sensor networks may need to encrypt larger amounts of data (especially if the used protocols require the encryption of several values in each execution). Thus, we decided to offer 3 block sizes to implementers 32 bits, 48 bits, and 64 bits.

Our specific design goals are as follows:

- For an $n$-bit block size, no differential characteristic with probability greater than $2^{-n}$ exists for 128 rounds (about half the number of rounds of the cipher).
- For an $n$-bit block size, no linear approximation with bias greater than $2^{-n / 2}$ exists for 128 rounds.
- No related-key key-recovery or slide attack with time complexity smaller than $2^{80}$ exists on the entire cipher.
- High enough algebraic degree for the equation describing half the cipher to thwart any algebraic attack.

We note that the first two conditions ensure that no differential-linear attack (or a boomerang attack) exist for the entire cipher as well. We also had to rank the possible design targets as follows:

- Minimize the size of the implementation.
- Keeping the critical path as short as possible.
- Increase the throughput of the implementation (as long as the increase in the foot print is small).
- Decrease the power consumption of the implementation.


## 3 General Construction and Building Blocks

Following the design of KeeLoq [17], we decided to adopt a cipher whose structure resembles a stream cipher. To this extent we have chosen a structure which resembles trivium [6], or more precisely, its two register variant bivium as the base for the block cipher. While the internal state of trivium was 288 bits to overcome the fact that each round, one bit of internal state is revealed, in the block cipher this extra security measure is unnecessary. Hence, we select the block size and the internal state of the cipher to be equal.

The structure of the KATAN and the KTANTAN ciphers is very simple - the plaintext is loaded into two registers (whose lengths depend on the block size). Each round, several bits are taken from the registers and enter two nonlinear Boolean functions. The output of the Boolean functions is loaded to the least significant bits of the registers (after they were shifted). Of course, this is done in an invertible manner. To ensure sufficient mixing, 254 rounds of the cipher are executed.

We have devised several mechanisms used to ensure the security of the cipher, while maintaining a small foot print. The first one is the use of an LFSR instead of a counter for counting the rounds and to stop the encryption after 254 rounds. As there are 254 rounds, an 8-bit LFSR with as sparse polynomial feedback can be used. The LFSR is initialized with some state, and the cipher has to stop running the moment the LFSR arrives to some predetermined state.

We have implemented the 8 -bit LFSR counter, and the result fits a gate equivalent of 60 gates, while using an 8 -bit counter (the standard alternative)
took 80 gate equivalents. Moreover, the expected speed of the LFSR (i.e. the critical path) is shorter than the one for the 8 -bit counter.

Another advantage for using LFSR is the fact that when considering one of the bits taken from it, we expect a sequence which keeps on alternating between 0 's and 1 's in a more irregular manner than in a counter (of course the change is linear). We use this feature to enhance the security of our block ciphers as we describe later.

One of the problems that may arise in such a simple construction is related to self-similarity attacks such as the slide attacks. For example, in KeeLoq [17] the key is used again and again. This made KeeLoq susceptible to several slide attacks (see for example [513]). A simple solution to the problem is to have the key loaded into an LFSR with a primitive feedback polynomial (thus, altering the subkeys used in the cipher). This solution helps the KATAN family to achieve security against the slide attack.

While the above building block is suitable when the key is loaded into memory, in the KTANTAN family, it is less favorable (as the key is hardcoded in the device). Thus, the only means to prevent a slide attack is by generating a simple, non-repetitive sequence of bits from the key. To do so, we use the "round counter" LFSR, which produces easily computed bits, that at the same time follow a nonrepetitive sequence.

The third building block which we use prevents the self-similarity attacks and increases the diffusion of the cipher. The cipher actually has two (very similar but distinct) round functions. The choice of the round function is made according to the most significant bit of the round-counting LFSR. This irregular update also increases the diffusion of the cipher, as the nonlinear update affects both the differential and the linear properties of the cipher.

Finally, both KATAN and KTANTAN were constructed such that an implementation of the 64 -bit variants can support the 32 -bit and the 48 -bit variants at the cost of small extra controlling hardware. Moreover, given the fact that the only difference between a KATAN $n$ cipher and KTANTAN $n$ is the way the key is stored and the subkeys are derived, it is possible to design a very compact circuit that support all six ciphers.

## 4 The KATAN Set of Block Ciphers

The KATAN ciphers compose of three variants: KATAN32, KATAN48 and KATAN64. All the ciphers in the KATAN family share the key schedule which accepts an 80 -bit key and 254 rounds as well as the use of the same nonlinear functions.

We start by describing KATAN32, and describe the differences for KATAN48 and KATAN64 later. KATAN32, the smallest of this family has a plaintext and ciphertext size of 32 bits. The plaintext is loaded into two registers $L_{1}$, and $L_{2}$ (of respective lengths of 13 and 19 bits) where the least significant bit of the plaintext is loaded to bit 0 of $L_{2}$, while the most significant bit of the plaintext is loaded to bit 12 of $L_{1}$. Each round, $L_{1}$ and $L_{2}$ are shifted to the left (bit $i$ is shifted to position $i+1$ ), where the new computed bits are loaded in the least
significant bits of $L_{1}$ and $L_{2}$. After 254 rounds of the cipher, the contents of the registers are then exported as the ciphertext (where bit 0 of $L_{2}$ is the least significant of the ciphertext).

KATAN32 uses two nonlinear function $f_{a}(\cdot)$ and $f_{b}(\cdot)$ in each round. The nonlinear function $f_{a}$ and $f_{b}$ are defined as follows:

$$
\begin{aligned}
& f_{a}\left(L_{1}\right)=L_{1}\left[x_{1}\right] \oplus L_{1}\left[x_{2}\right] \oplus\left(L_{1}\left[x_{3}\right] \cdot L_{1}\left[x_{4}\right]\right) \oplus\left(L_{1}\left[x_{5}\right] \cdot I R\right) \oplus k_{a} \\
& f_{b}\left(L_{2}\right)=L_{2}\left[y_{1}\right] \oplus L_{2}\left[y_{2}\right] \oplus\left(L_{2}\left[y_{3}\right] \cdot L_{2}\left[y_{4}\right]\right) \oplus\left(L_{2}\left[y_{5}\right] \cdot L_{2}\left[y_{6}\right]\right) \oplus k_{b}
\end{aligned}
$$

where $I R$ is irregular update rule (i.e., $L_{1}\left[x_{5}\right]$ is XORed in the rounds where the irregular update is used), and $k_{a}$ and $k_{b}$ are the two subkey bits. For round $i$, $k_{a}$ is defined to be $k_{2 i}$, whereas $k_{b}$ is $k_{2 i+1}$. The selection of the bits $\left\{x_{i}\right\}$ and $\left\{y_{j}\right\}$ are defined for each variant independently, and listed in Table 2,

After the computation of the nonlinear functions, the registers $L_{1}$ and $L_{2}$ are shifted, where the MSB falls off (into the corresponding nonlinear function), and the LSB is loaded with the output of the second nonlinear function, i.e., after the round the LSB of $L_{1}$ is the output of $f_{b}$, and the LSB of $L_{2}$ is the output of $f_{a}$.

The key schedule of the KATAN32 cipher (and the other two variants KATAN48 and KATAN64) loads the 80-bit key into an LFSR (the least significant bit of the key is loaded to position 0 of the LFSR). Each round, positions 0 and 1 of the LFSR are generated as the round's subkey $k_{2 i}$ and $k_{2 i+1}$, and the LFSR is clocked twice. The feedback polynomial that was chosen is a primitive polynomial with minimal hamming weight of 5 (there are no primitive polynomials of degree 80 with only 3 monomials):

$$
x^{80}+x^{61}+x^{50}+x^{13}+1
$$

We note that these locations compose a full difference set, and thus, are less likely to lead to a guess and determine attacks faster than exhaustive key search.

In other words, let the key be $K$, then the subkey of round $i$ is $k_{a} \| k_{b}=$ $k_{2 \cdot i} \| k_{2 \cdot i+1}$ where

$$
k_{i}=\left\{\begin{array}{lr}
K_{i} & \text { for } i=0 \ldots 79 \\
k_{i-80} \oplus k_{i-61} \oplus k_{i-50} \oplus k_{i-13} & \text { Otherwise }
\end{array}\right.
$$

The differences between the various KATAN ciphers are:

- The plaintext/ciphertext size,
- The lengths of $L_{1}$ and $L_{2}$,
- The position of the bits which enter the nonlinear functions,
- The number of times the nonlinear functions are used in each round.

While the first difference is obvious, we define in Table 2 the lengths of the registers and the positions of the bits which enter the nonlinear functions used in the ciphers. The selection of the bits $\left\{x_{i}\right\}$ and $\left\{y_{j}\right\}$ are defined for each variant independently, and are listed in Table 2,

For KATAN48, in one round of the cipher the functions $f_{a}$ and $f_{b}$ are applied twice. The first pair of $f_{a}$ and $f_{b}$ is applied, and then after the update of the

Table 2. Parameters defined for the KATAN family of ciphers

| Cipher | $\left\|L_{1}\right\|$ | $\left\|L_{2}\right\|$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| KATAN32/KTANTAN32 | 13 | 19 | 12 | 7 | 8 | 5 | 3 |
| KATAN48/KTANTAN48 | 19 | 29 | 18 | 12 | 15 | 7 | 6 |
| KATAN64/KTANTAN64 | 25 | 39 | 24 | 15 | 20 | 11 | 9 |
| Cipher | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ |  |
| KATAN32/KTANTAN32 | 18 | 7 | 12 | 10 | 8 | 3 |  |
| KATAN48/KTANTAN48 | 28 | 19 | 21 | 13 | 15 | 6 |  |
| KATAN64/KTANTAN64 | 38 | 25 | 33 | 21 | 14 | 9 |  |



Fig. 1. The Outline of a round of the KATAN/KTANTAN ciphers
registers, they are applied again, using the same subkeys. Of course, an efficient implementation can implement these two steps in parallel. In KATAN64, each round applies $f_{a}$ and $f_{b}$ three times (again, with the same key bits).

We outline the structure of KATAN32 (which is similar to the round function of any of the KATAN variants or the KTANTAN variants) in Figure 1 .

Finally, specification-wise, we define the counter which counts the number of rounds. The round-counter LFSR is initialized to the all 1's state, and clocked once using the feedback polynomial $x^{8}+x^{7}+x^{5}+x^{3}+1$. Then, the encryption process starts, and ends after 254 additional clocks when the LFSR returns to the all 1's state. As mentioned earlier, we use the most significant bit of the LFSR to control the irregular update (i.e., as the $I R$ signal). For sake of completeness, in Table 3 in the Appendix we give the sequence of irregular rounds.

We note that due to the way the irregular update rule is chosen, there are no sequences of more than 7 rounds that share the pattern of the regular/irregular updates, this ensures that any self-similarity attack cannot utilize more than 7 rounds of the same function (even if the attacker chooses keys that suggest the same subkeys). Thus, it is easy to see that such attacks are expected to fail when applied to the KATAN family.

We implemented KATAN32 using Synopsys Design Compiler version Y-2006.06 and the fsc0l_d_sc_tc $0.13 \mu \mathrm{~m}$ CMOS library. Our implementation
requires 802 GE , of which 742 are used for the sequential logic, and 60 GE are used for the combinational logic. The power consumption at 100 KHz , and throughput of 12.5 Kbps is only 381 nW . This is a gate level power estimation obtained using Synopsys Design Compiler $\sqrt[3]{3}$.

For KATAN48 the implementation size is 927 GE (of which 842 are for the sequential logic) and the total power consumption is estimated to 439 nW . For the 64 -bit variant, KATAN64, the total area is 1054 GE (of which 935 are for the sequential logic) and the power consumption 555 nW .

Here we would like to note that the further area reduction for KATAN48 and KATAN64 is possible by utilizing a clock gating technique. As explained above, the only difference between KATAN32 on one hand and KATAN48 and KATAN64 on the other, is the number of nonlinear functions $f_{a}$ and $f_{b}$ applied with the same subkeys per single round. Therefore, we can clock the key register and the counter such that they are updated once in every two (three) cycles for KATAN48 (KATAN64). However, this approach reduces the throughput two (three) times respectively, and is useful only when the compact implementation is an ultimate goal. An area of 916 GE with the throughput of $9.4 \mathrm{~Kb} / \mathrm{s}$ (at 100 KHz ) is obtained for KATAN48 and 1027 GE with the throughput of $8.4 \mathrm{~Kb} / \mathrm{s}$ (at 100 KHz ) for KATAN64.

At the cost of little hardware overhead, a throughput of the KATAN family of block ciphers can be doubled or even tripled. To increase the speed of the cipher, we double (triple) the logic for the nonlinear functions $f_{a}$ and $f_{b}$ as well as the logic for the feedback coefficients of the counter and the key register. The implementation results are given in Appendix B ,

## 5 The KTANTAN Family

The KTANTAN family is very similar to the KATAN family up to the key schedule (i.e., the only difference between KATAN $n$ and KTANTAN $n$ is the key schedule part). While in the KATAN family, the 80-bit key is loaded into a register which is then repeatedly clocked, in the KTANTAN family of ciphers, the key is burnt (i.e., fixed) and the only possible "flexibility" is the choice of subkey bits. Thus, the design problem in the KTANTAN ciphers is choosing a sequence of subkeys in a secure, yet an efficient manner.

In order to minimize the hardware size, while maintaining the throughput, we treat the key as 5 words of 16 bits each. From each 16 -bit word we pick the same bit (using a MUX16to1) according to the four most significant bits of the round controlling LFSR. Then, out of the five bits we choose one using the four least significant bits of the round-counting LFSR.

Formally, let $K=w_{4}\left\|w_{3}\right\| w_{2}\left\|w_{1}\right\| w_{0}$, where the least significant bit of $w_{0}$ is the least significant bit of $K$, and the most significant bit of $w_{4}$ is the most significant bit of $K$. We denote by $T$ the round-counting LFSR (where $T_{7}$ is the most

[^2]significant bit), then, let $a_{i}=\operatorname{MUX16to1}\left(w_{i}, T_{7} T_{6} T_{5} T_{4}\right)$, where MUX16to1 $(x, y)$ gives the $y$ th bit of $x$. Then, the key bits which are used are
\[

$$
\begin{aligned}
k_{a} & =\overline{T_{3}} \cdot \overline{T_{2}} \cdot\left(a_{0}\right) \oplus\left(T_{3} \vee T_{2}\right) \cdot \text { MUX4to1 }\left(a_{4} a_{3} a_{2} a_{1}, T_{1} T_{0}\right), \\
k_{b} & =\overline{T_{3}} \cdot T_{2} \cdot\left(a_{4}\right) \oplus\left(T_{3} \vee \overline{T_{2}}\right) \cdot \text { MUX4to1 }\left(a_{3} a_{2} a_{1} a_{0}, \overline{T_{1} T_{0}}\right)
\end{aligned}
$$
\]

(where MUX4to1 $(x, y)$ is a MUX with 4 input bits and 1 output bit).
When considering $k_{a}$ or $k_{b}$, of the 80 -bit key, only one bit is used only twice, 15 are used four times, and the remaining 64 bits are used 3 times (but in total each key bit is used at least 5 times). Moreover, even if an attacker tries to pick two keys which realize the same subkey sequence for either $k_{a}$ or $k_{b}$, the maximal length of such a sequence for either $k_{a}$ of $k_{b}$ is 35 rounds (i.e., necessarily after 35 rounds the sequences differ). We also note that due to the irregular update, during these 35 rounds, the round function is going to be different in any case.

The last issue concerning the KTANTAN key schedule is finding the most efficient way to implement it. One possible solution is to have the entire selection logic in one round. This approach requires 5 parallel MUX16to1 and our hardware implementations show that the total area consumed by the MUXes is about 180 GE. A second approach is to use one MUX16to1 and re-use it over 5 clock cycles. At a first glance, this approach may lead to a smaller circuit (while the implementation is slower). However, due to the cost of the extra control logic, this approach is not only slower, but leads to a larger circuits.

We implemented KTANTAN32 using the same fsc0l_d_sc_tc $0.13 \mu \mathrm{~m}$ CMOS library. Our implementation requires 462 GE, of which 244 are used for the sequential logic, and 218 GE are used for the combinational logic. The simulated power consumption at 100 KHz , and throughput of 12.5 Kbps is only 146 nW . For the synthesis and the power estimation we have again used the same version of Synopsys Design Compiler.

For KTANTAN48 the implementation size of 588 GE (of which 344 are used for the sequential logic) is obtained together with the estimated power consumption of 234 nW . For the 64 -bit variant, KTANTAN64, the total area is 688 GE (of which 444 are for the sequential logic) and the power consumption 292 nW . By using the clock gating as explained above, the area of $571 \mathrm{GE}(684 \mathrm{GE})$ and the throughput of $9.4 \mathrm{~Kb} / \mathrm{s}(8.4 \mathrm{~Kb} / \mathrm{s})$ for KATAN48 (KATAN64) is achieved.

Similar to KATAN family, we can also double (triple) a throughput for all the versions of KTANTAN family. To do that, we double (triple) the number of MUX16to1, MUX4to1, round functions $f_{a}$ and $f_{b}$, and all the logic used for the feedback coefficients of the counter. Additionally, a few more gates are necessary to perform the key schedule efficiently.

## 6 Security Analysis

Our design philosophy was based on offering a very high level of security. To do so, we designed the ciphers with a very large security margins. For example, as a design target we have set an upper bound for the differential probability of any 128 -round differential characteristic at $2^{-n}$ for an $n$-bit block size.

### 6.1 Differential and Linear Cryptanalysis

We have analyzed all ciphers under the assumption that the intermediate encryption values are independent. While this assumption does not necessarily hold, it simplifies the analysis and is not expected to change the results too much. Moreover, in our analysis we always take a "worst case" approach, i.e., we consider the best scenario for the attacker, which is most of the times do not happen. Hence, along with the large security margins, even if the assumption does not hold locally, it is expected that our bounds are far from being tight.

To simplify the task of identifying high probability differentials, we used computer-aided search. Our results show that depending on the used rounds, the best 42 -round differential characteristic for KATAN32 has probability of $2^{-11}$ (it may even be lower for different set of rounds). Hence, any 126-round differential characteristic must have probability no more than $\left(2^{-11}\right)^{3}=2^{-33}$. Similar results hold for linear cryptanalysis (the best 42-round linear approximation has a bias of $2^{-6}$, i.e., a bias of $2^{-16}$ for 126 -round approximation).

For KATAN48, the best 43-round differential characteristic has probability of at most $2^{-18}$. Hence, any 129-round differential characteristic has probability of at most $\left(2^{-18}\right)^{3}=2^{-54}$. As the probability of an active round is at least $2^{-4}$ this actually proves that our design criteria for 128 -round differential characteristics is satisfied. The corresponding linear bias is $2^{-10}$ (for 43 rounds) or $2^{-28}$ (for 129 rounds).

Finally, repeating the analysis for KATAN64, our computer-aided search found that the best 37 -round differential characteristic has probability $2^{-20}$. Hence, any 111-round differential characteristic has probability of at most $2^{-60}$, along with the fact that the best 18 -round differential characteristic has probability of at most $2^{-5}$, then the best 129-round differential characteristic has probability of no more than $2^{-65}$. The linear bounds are $2^{-11}$ for 37 rounds and $2^{-31}$ for 111 rounds.

Hence, we conclude that the KATAN family is secure against differential and linear attacks. As there is no difference between the KATAN and the KTANTAN families with respect to their differential and linear behaviors, then the above is also true for the KTANTAN family.

### 6.2 Combined Attacks

As shown in the previous section, the probability of any differential characteristic of 128 rounds can be bounded by $2^{-n}$ for KATANn. Moreover, even for 64 rounds, there are no "good" characteristics. Hence, when trying to combine these together, it is unexpected to obtain good combined attacks.

For example, consider a differential-linear approximation. As noted before, the differential characteristic of 42-round KATAN32 has probability at most $2^{-11}$. The bias of a 42 -round KATAN32 is at most $2^{-6}$. Hence, the best differentiallinear property for 120 rounds is expected to have bias of at most $2 \cdot 2^{-11} \cdot\left(2^{-6}\right)^{2}=$ $2^{-22}$ (we assume a worst case assumption that allows the attacker to gain some free rounds in which the differential is truncated). Of course, an attacker may
try to construct the differential-linear approximation using a different division of rounds. However, as both the probability and bias drop at least exponentially with the number of rounds, a different division is not expected to lead to better differential-linear approximations.

The same goes for the (amplified) boomerang attack. The attack (just like the differential-linear attack) treats the cipher as composed of two sub-ciphers. The probability of constructing a boomerang quartet is $\hat{p}^{2} \hat{q}^{2}$, where $\hat{p}=$ $\sqrt{\sum_{\beta} \operatorname{Pr}^{2}[\alpha \rightarrow \beta]}$ where $\alpha$ is the input difference for the quartet, and $\beta$ is the output difference of the characteristic in the first sub-cipher. Again, as $\hat{p}^{2} \leq \max _{\beta} \operatorname{Pr}[\alpha \rightarrow \beta]$ which is bounded at $2^{-22}$ for 84 -round KATAN32. The same goes with respect to $\hat{q}$, and thus, the probability of a boomerang quartet in 128 -round KATAN32 is at most $2^{-44}$.

The same rationale can be applied to KATAN48 and KATAN64, obtaining similar bounds. Specifically, the bounds for differential-linear bias is $2^{-37}$ (for 140 rounds) and $2^{-50}$ (for 160 rounds), respectively. The bounds for constructing a boomerang quartet for 128 rounds are $2^{-54}$ and $2^{-65}$, respectively.

Another combined attack which may be considered is the impossible differential attack. This attack is based on finding a differential which has probability zero of as many rounds as possible. The most common way to construct such a differential is in a miss-in-the-middle manner, which is based on finding two (truncated) differentials with probability 1 which cannot co-exist. Due to the quick diffusion, changing even one bit would necessarily affects all bits after at most 42 rounds ( 37 for KATAN48 and 38 for KATAN64), and thus, there is no impossible differential of more than 168 rounds (after 42 rounds, change of any bit may affect all bits, and thus, after 84 rounds, each differential may have any output difference).
Hence, we conclude that the KATAN family (as well as the KTANTAN family) of block ciphers is secure against combined attacks.

### 6.3 Slide and Related-Key Attacks

As mentioned before, the way KATAN and KTANTAN were designed to foil self-similarity attacks by using two types of rounds which are interleaved in a non-repeating manner. First, consider the slide attack, which is based on finding two messages such that they share most of the encryption process (which are some rounds apart). Given the fact that there is a difference between the deployed round functions, this is possible only for a very small number of rounds. Even if we allow these relations to be probabilistic in nature (i.e., assume that the bit of the intermediate value is set to 0 thus preventing the change in the function to change the similarity between the states). For example, when considering KATAN32, there is no slide property with probability $2^{-32}$ starting from the first round of the cipher. The first round from which such a property can be constructed is round 19. If an attacker achieves the same intermediate encryption value after round 19 and round 118 , he may find a "slid" pair which maintains the equality with probability $2^{-31}$ until the end of the cipher (i.e., the output of the second encryption process will be the same as the intermediate encryption
value of the first encryption at round 155). This proves that there are no good slid properties in the cipher family (we note that this probability is based on the assumption that the subkeys are the same, which is not the case, unless the key is the all zeros key). When it comes to KATAN48 or KATAN64, this probability is even lower (as there are more bits which need to be equal to zero), i.e., $2^{-62}$ and $2^{-93}$, respectively, rendering slide attacks futile against the KATAN and the KTANTAN families (these values are actually an upper bound as they assume that all the subkeys are the same).

Now consider a related-key attack. In the related-key settings, the attacker searches for two intermediate encryption values as well as keys which develop in the same manner for as many rounds as possible. As noted before, there are no "good" relations over different rounds, which means that the two intermediate encryption values have to be in the same round. However, by changing even one singly bit of the key causes a difference after at most 80 rounds of similar encryption process. Hence, no related-key plaintext pairs (or intermediate encryption values) exist for more than 80 rounds (similarity in 80 rounds would force the key and the intermediate encryption value to be the same). As this is independent of the actual key schedule algorithm, it is easy to see that both the KATAN and the KTANTAN families are secure against this attack.

The only attack in this category which remains is related-key differential attack. This is the only attack where there is a difference between the two families of ciphers according to their key schedule algorithm. We first consider the case of the KATAN family. The key schedule of the KATAN family expands linearly the 80 -bit key into 508 subkey bits (each is used once in KATAN32, twice in KATAN48, and thrice in KATAN64). We note that the probability of the differential is reduced any time a difference enters one of the nonlinear functions (i.e., the AND operation). Thus, it is evident that good related-key differentials have as little active bits as possible. Moreover, we can relate the number of active bits throughout the encryption process to the issue of active bits in the key schedule. Each active bit of the subkey (i.e., a subkey bit with a difference) either causes a difference in the internal state (which in turn incurs probability and activation of more bits), or is being canceled by previous differences. We note that each active subkey bit which is not canceled, necessarily induces probability "penalty" of $2^{-2}$ in KATAN32, $2^{-4}$ in KATAN48, and $2^{-6}$ in KATAN64. Moreover, due to the way the cipher works, each active bit can "cancel" at most four other active subkey bits 4 Hence, if the weight of the expanded subkey difference is more than 80 , then it is assured that the probability of any related-key differential of KATAN32 is at most $2^{-32}$ (this follows the fact that each active bit in the intermediate encryption value may cancel up to four subkey bit differences injected, and we shall assume a worst case assumption that the positions align "correctly). For KATAN48, due to the increased penalty, it is sufficient that the minimal weight of the expanded subkey difference is more than 60 , and for

[^3]KATAN64 the minimal weight needs to be at least 54 . We were analyzing the minimal weight using the MAGMA software package, and the current bounds are between 72 and 84 . Hence, we conclude that the KATAN family of block ciphers is expected to be resistant to related-key differential attacks.

For the KTANTAN family, due to the fixed key, the concept of related-key attacks is of theoretical interest. Still, we can follow a more detailed analysis using the same ideas as we used for regular differential searches. While the search space is huge, our current results show that there is no related-key differential characteristic for more than 150 rounds of KTANTAN32 with probability greater than $2^{-32}$. Similar results are expected to hold for KTANTAN48 and KTANTAN64.

### 6.4 Cube Attacks and Algebraic Attacks

Given the low algebraic degree of the combining function, it may look as if KATAN and KTANTAN are susceptible to algebraic attacks or cube attack [7. However, when considering the degree of the expressions involving the plaintext, one can see that after 32 rounds (for KATAN32) the degree of each internal state bit is at least 2 , which means that after 160 rounds, the degree of each internal state bit can reach 32 . For KATAN48, the degree is at least 2 after 24 rounds, (or about 48 after 144 rounds), and for KATAN64 it is 2 after 22 rounds and can reach 64 after 132 rounds). Hence, as the degree can reach to the maximal possible value (and there are some more rounds to spare), it is expected that the KATAN and KTANTAN families are secure against algebraic attacks.

Another possible attack is the cube attack, which was successful against reduced-round variants of Trivium (with less initialization rounds than in the Trivium). We note that in trivium the internal state is clocked four full cycles (i.e., each bit traverse all the registers exactly four times). In KATAN32, most bits traverse the registers eight times (where a few does so only seven times), going through more nonlinear combiners (each Trivium round uses only one AND operation per updated bit), and thus is expected to be more secure against this attack than Trivium. The same is also true for KATAN48 (where about half of the bits traverse the registers 10 times, and the other bits do so 11 times) and KATAN64 (where most of the bits traverse the registers 12 times, and a few do that only 11 times).

## 7 Summary

In this paper we have presented two families of hardware efficient encryption algorithms. The family of cipher is suitable for low-end devices, and even offer algorithmic security level of 80 bits in cases where the key is burnt into the device (of course, the implementation has to be protected as well). As the proposal have a simple structure and use very basic components, it appears that common techniques to protect the implementation should be easily adopted.
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## A The Irregular Update Sequence

Table 3. The sequence of the irregular updates. 1 means that the irregular update rule is used in this round, while 0 means that this is not the case.

| Rounds | $0-9$ | $10-19$ | $20-29$ | $30-39$ | $40-49$ | $50-59$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Irregular | 1111111000 | 1101010101 | 1110110011 | 0010100100 | 0100011000 | 1111000010 |
| Rounds | $60-69$ | $70-79$ | $80-89$ | $90-99$ | $100-109$ | $110-119$ |
| Irregular | 0001010000 | 011110011 | 111010100 | 0101010011 | 0000110011 | 1011111011 |
| Rounds | $120-129$ | $130-139$ | $140-149$ | $150-159$ | $160-169$ | $170-179$ |
| Irregular | 1010010101 | 1010011100 | 1101100010 | 1110110111 | 1001011011 | 0101110010 |
| Rounds | $180-189$ | $190-199$ | $200-209$ | $210-219$ | $220-229$ | $230-239$ |
| Irregular | 0100110100 | 0111000100 | 1111010000 | 1110101100 | 0001011001 | 0000001101 |
| Rounds | $240-249$ | $250-253$ |  |  |  |  |
| Irregular | 1100000001 | 0010 |  |  |  |  |

## B Implementation Trade-Offs

Table 4. Area-Throughput Trade-Offs

| Cipher | Block <br> (bits) | $\begin{gathered} \text { Key } \\ \text { (bits) } \end{gathered}$ | $\begin{gathered} \hline \text { Size } \\ (\mathrm{GE}) \end{gathered}$ | Gates per Memory Bit | $\begin{gathered} \text { Throughput* } \\ (\mathrm{Kb} / \mathrm{s}) \end{gathered}$ | Logic <br> Process |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| KATAN32 | 32 | 80 | 802 | 6.25 | 12.5 | $0.13 \mu \mathrm{~m}$ |
| KATAN32 | 32 | 80 | 846 | 6.25 | 25 | $0.13 \mu \mathrm{~m}$ |
| KATAN32 | 32 | 80 | 898 | 6.25 | 37.5 | $0.13 \mu \mathrm{~m}$ |
| KATAN48 ${ }^{\dagger}$ | 48 | 80 | 916 | 6.25 | 9.4 | $0.13 \mu \mathrm{~m}$ |
| KATAN48 | 48 | 80 | 927 | 6.25 | 18.8 | $0.13 \mu \mathrm{~m}$ |
| KATAN48 | 48 | 80 | 1002 | 6.25 | 37.6 | $0.13 \mu \mathrm{~m}$ |
| KATAN48 | 48 | 80 | 1080 | 6.25 | 56.4 | $0.13 \mu \mathrm{~m}$ |
| KATAN64 ${ }^{\dagger}$ | 64 | 80 | 1027 | 6.25 | 8.4 | $0.13 \mu \mathrm{~m}$ |
| KATAN64 | 64 | 80 | 1054 | 6.25 | 25.1 | $0.13 \mu \mathrm{~m}$ |
| KATAN64 | 64 | 80 | 1189 | 6.25 | 50.2 | $0.13 \mu \mathrm{~m}$ |
| KATAN64 | 64 | 80 | 1269 | 6.25 | 75.3 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN32 | 32 | 80 | 462 | 6.25 | 12.5 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN32 | 32 | 80 | 673 | 6.25 | 25 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN32 | 32 | 80 | 890 | 6.25 | 37.5 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN48 ${ }^{\dagger}$ | 48 | 80 | 571 | 6.25 | 9.4 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN48 | 48 | 80 | 588 | 6.25 | 18.8 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN48 | 48 | 80 | 827 | 6.25 | 37.6 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN48 | 48 | 80 | 1070 | 6.25 | 56.4 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN64 ${ }^{\dagger}$ | 64 | 80 | 684 | 6.25 | 8.4 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN64 | 64 | 80 | 688 | 6.25 | 25.1 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN64 | 64 | 80 | 927 | 6.25 | 50.2 | $0.13 \mu \mathrm{~m}$ |
| KTANTAN64 | 64 | 80 | 1168 | 6.25 | 75.3 | $0.13 \mu \mathrm{~m}$ |

* — A throughput is estimated for frequency of 100 KHz .
$\dagger$ — Using clock gating.
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[^1]:    ${ }^{1}$ Comparing to $0.13 \mu \mathrm{~m}$ CMOS technology we note here that the physical size of the chip (in $\mu \mathrm{m}^{2}$ ) is about 8 times bigger than the design with the same number of gate equivalents in $0.13 \mu \mathrm{~m}$ CMOS technology.
    ${ }^{2}$ This work is a full-custom design implemented with $\mathrm{C}^{2}$ MOS dynamic logic 16. The die size is equivalent to 749 standard CMOS logic NAND gates. The clock frequency required for this solution is far from being suitable for constrained environments.

[^2]:    ${ }^{3}$ Although the gate level power estimation gives a rough estimate, it is useful for comparison with related work reported in the literature.

[^3]:    ${ }^{4}$ We note that five or six can be canceled, but in this case, the probability penalty of an active bit is increased by more than the "gain" offered by using this active bit more times.

